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This paper studies the task of vision-based MAV-catching-MAV, where a catcher MAV (micro aerial vehicle) can detect, localize, and pursue
a target MAV autonomously. Since it is challenging to develop detectors that can effectively detect unseen MAVs in complex environments,
the main novelty of this paper is to propose a real-to-sim-to-real approach to address this challenge. In this method, images of real-world
environments are first collected. Then, these images are used to construct a high-fidelity simulation environment, based on which a deep-
learning detector is trained. The merit of this approach is that it allows efficient automatic collection of large-scale and high-quality labeled
datasets. More importantly, since the simulation environment is constructed from real-world images, this approach can effectively bridge
the sim-to-real gap, enabling efficient deployment in real environments. Another contribution of this paper lies in the successful imple-
mentation of a fully autonomous vision-based MAV-catching-MAV system including proposed estimation and pursuit control algorithms.
While the previous works mainly focused on certain aspects of this system, we developed a completely autonomous system that integrates
detection, estimation, and control algorithms on real-world robotic platforms.
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1. Introduction

This paper studies the task of vision-based MAV-catching-
MAV, where a catcher MAV (micro aerial vehicle) can use
onboard devices to detect, localize, and pursue a target
MAV, and finally catch it by launching a net. This system is
interesting to study since it is inspired by the bird-catching-
bird behavior in nature [1]. It is also useful since it provides
a potential solution for countering misused MAVs [2, 3].

Realizing such a system is highly challenging. First, it
requires real-time onboard target detection. Although visual
sensing is a promising approach for detecting MAVs, it is
still challenging to detect unseen MAVs in complex envir-
onments. Second, this system is highly complex since it
involves many modules such as detection, estimation, and
control. Most existing studies only focus on certain aspects
of the system [2–4]. It remains a challenge to realize a
complete autonomous MAV-catching-MAV system on
real-world robotic platforms.

The main novelty of this paper is to address the two
challenges mentioned above. The details are given as follows.

Visual detection of MAVs faces some unique chal-
lenges. First, since the target MAV is non-cooperative, we do
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not have the datasets of the target MAV in advance. This is
more challenging than the cooperative scenario, in which
we can train detectors based on the datasets of the coop-
erative MAVs [2, 5]. Second, since the catcher MAV may
observe the target from various angles, the background of
the target MAV is dynamically changing and complex (e.g.
urban or rural environments). This is more challenging to
handle than the static or simple background scenarios [6].
Many existing MAV datasets consist of limited MAV models
or background complexity [5, 7], leading to limited gener-
alization capabilities.

Sim-to-real is an effective approach for collecting large-
scale datasets and training deep-learning detectors. This
approach has three advantages: (1) It can easily incorporate
various MAV models and complex environmental models,
enhancing dataset diversity; (2) It can automatically and
accurately annotate the images, saving plenty of manual
labelling efforts; (3) It can conveniently set various condi-
tions, such as observation angles and lighting conditions,
further enhancing dataset diversity [8].

However, the sim-to-real approach has a critical
limitation that must be overcome: the sim-to-real gap.
In particular, simulation environments are different from
the real-world environment in many aspects [9]. Detectors
trained in a simulated environment may experience a per-
formance downgrade when deployed in the real world.
Additional methods such as domain generalization [8], do-
main adaptation, and transfer learning [10, 11] may be used
to alleviate the gap to a certain extent.

Motivated by the sim-to-real gap, this paper proposes a
novel real-to-sim-to-real approach for MAV detection. In
particular, we first collect images of the real-world
environment and then construct a high-fidelity simulation
environment in the Unreal game engine using these images.
Numerous types of MAV models can be efficiently
integrated into the simulation environment. Based on the
AirSim interface, high-quality datasets can be collected ef-
ficiently. For example, we can collect 20,000 images that are
accurately labeled and cover various viewing conditions
within merely 24 h using one desktop computer.

This real-to-sim-to-real approach inherits the advantages
of the sim-to-real approach, such as efficient collection of
large amounts of high-quality data. More importantly, since
the simulation environment is constructed from real-world
images, this approach can alleviate the sim-to-real gap and
enhance transfer efficiency. Our experimental results show
that the detector trained based on this approach can sig-
nificantly outperform the detectors trained based purely on
simulation or real-world datasets.

An important assumption behind the real-to-sim-to-real
approach is that an MAV-catching-MAV system is deployed
in a specific region, even though the region may cover var-
ious scenes. This assumption is often valid in practice. We

can fully utilize the prior knowledge of the specific region,
rather than aiming to develop a one-size-fits-all system,
which is not only difficult to achieve but also unnecessary.
For example, using the environment model in the simula-
tion can extend the range of view angles of perceiving the
environment. Real images only contain limited view angles,
whereas in simulation, any view angle is possible. With this
idea, the proposed approach enhances specificity, leading to
better sim-to-real transfer efficiency.

To the best of our knowledge, our work is the first to
propose the real-to-sim-to-real approach for MAV detection.
There are some relevant but different works in the literature
about data augmentation. For example, MAV models can be
rendered on real-world images to generate realistic aug-
mented data [12–14]. Different from these approaches, we
use real-world images to construct a high-fidelity simulation
environment and then collect data. One merit of doing this is
that the constructed 3D environment can be used to auto-
matically acquire MAV images with various viewing angles
and distances, leading to high flexibility of data generation.
This real-to-sim-to-real approach may also be applicable to
similar challenging tasks other than MAV detection tasks as
long as the vision task is performed in a specific region.

Realization of the entire system: The vision-based
MAV-catching-MAV system is complex since it involves a
series of interconnected algorithms such as target detection,
gimbal tracking, motion estimation, and pursuit control. It is
also nontrivial to develop a robotic system to integrate the
algorithms all together. Up to now, the existing studies [2,
15, 16] including our previous work [4] merely focus on
certain aspects of such systems.

For the unknown target’s motion estimation problem,
bearing-only based estimator [4] and bearing-angle based
estimator [17] are two existing methods. However, both

Fig. 1. An illustration of the Real-to-Sim-to-Real approach.
The simulation environment is constructed using real-world ima-
ges. The real-world implementation utilizes the detector trained in
the simulation.
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methods encounter observability problems. We integrate
vision and laser ranger for target motion estimation.
The proposed estimator can estimate the motion of
unknown-sized targets. A pursuit control algorithm is pro-
posed based on the Lyapunov energy theory [18]. The
proposed algorithm enables the catcher MAV to track the
target stably at the desired distance.

The second contribution of this work is to realize a
complete vision-based MAV-catching-MAV system that
incorporates all necessary modules. The catcher MAV can
automatically detect, pursue, and finally catch a target MAV.
All proposed algorithms can be executed onboard in real-
time. Both simulation and real-world experiments validate
the effectiveness of the system.

2. System Overview

The architecture of the MAV-catching-MAV system is shown
in Fig. 2. It contains two parts. The first part is the real-to-
sim-to-real approach for MAV detection. Its purpose is to
generate a high-performance MAV detector. This part is
introduced in detail in Sec. 3.

The second part is to design and integrate all the
algorithms on real robotic platforms. In particular, the
catcher MAV is a DJI M300 quadcopter which is a reliable
mature commercial product with the ability for accurate
RTK self-positioning. It also supports DJI APIs. These
features make it well-suited for the MAV-catching-MAV
system. The onboard gimballed H20 camera integrates a
single-beam laser ranger which can provide distance mea-
surements when the target appears at the center of the
image. A pseudo-linear target motion estimation algorithm
is proposed to fuse the measurements. The estimation and
control algorithms are introduced in Sec. 4.

To verify the effectiveness of the system, we construct a
simulation system based on the Unreal game engine and
AirSim. All algorithms including detection, estimation, and
control are tested (Sec. 5). Outdoor experiments also
validate the effectiveness of the system (Sec. 6).

3. Real-to-Sim-to-Real Visual Detection

This section introduces the real-to-sim-to-real approach for
non-cooperative MAV detection in a specified environment.

3.1. Overview approach

The framework of the real-to-sim-to-real approach is shown
in the upper block of Fig. 2. There are three steps in the
approach.

(1) Real-to-sim: First, we need to collect sufficient images
of the specified environment where the MAV detection task
happens. Then, these images are used to construct a high-
fidelity model of the environment. Finally, the environment
model and numerous real MAV models are imported into
the AirSim platform.

In our work, the specified environment is around a park
named Yunqi. The dimensions of the environment that we
aim to cover are 360� 280� 40m. This park has a big area
of lawn, which is surrounded by some buildings and small
mountains (Fig. 3(a)). Such an environment, which involves
both urban and plant scenes, is of high scene complexity.

We collected 500 images of the environment. The loca-
tions where these images are captured by the camera can
roughly cover the entire park (see the up-left corner of
Fig. 2). The images are used to construct a high-fidelity

Fig. 2. The structure of the proposed autonomous MAV-catching-MAV system.
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digital model by the DJI Terra software (Fig. 3(b)). Then, the
model is imported into the AirSim platform.

We also incorporate eight MAV models into the AirSim
platform (Fig. 5). These models range in size from 0:17 m
(DJI Spark) to 0:895 m (DJI M300). The models can be
downloaded from the CGTrader website, where plenty of
realistic MAV models are available.

(2) Automatic dataset collection: In the AirSim platform,
we can conveniently set up various conditions such as the
target’s position and attitude, viewing angle and distance,
and lighting conditions. A wide range of these conditions
can improve the diversity of the collected datasets. More-
over, since the ground truth of the bounding box can be
obtained in AirSim, the dataset can be labelled efficiently
and accurately. For example, 20,000 images that are
well-labeled and cover a wide range of conditions can be
collected automatically within 24 hours.

(3) Detector training: A Yolo-based detector is trained
using the datasets collected in the simulation environment.
The trained detector can then be deployed in the real world
without any changes to achieve vision-based MAV-catching-
MAV. The details of the datasets are given in the following.

3.2. Datasets

Six datasets are collected: three training datasets and three
test datasets. The details are listed in Table 1. Some ex-
planation about the datasets is given as follows.

Dataset Train-Real is collected in the real-world envi-
ronment during daytime. This dataset involves merely one
target MAV (DJI Mavic2). Samples are given in the first row

of Fig. 4(a). Dataset Train-Real2Sim is collected in the
simulation environment constructed from real-world ima-
ges. Eight MAV models (Fig. 5) are used as the target MAVs.
Different viewing angles and light conditions are considered
when the dataset is collected. Samples of the dataset are
shown in Fig. 4(b). Dataset Train-Sim is collected in a
conventional simulation environment that is NOT con-
structed from real-world images. In particular, we use a
simulation environment called City Park (Fig. 3(c)) down-
loaded from the Unreal market. The reason that we select
this simulation environment is because it is similar to our
real-world park environment. Samples are given in Fig. 4(c).
The dataset collection settings for Train-Sim are different
from Train-Real2Sim but the same as Test-OneMAV. This
setup for Train-Sim is sufficient to illustrate the limitations
of the sim-to-real approach (see Table 2).

The above three datasets are used to train three detec-
tors. Then, these detectors are tested on the following
testing datasets. All these testing datasets only contain real-
world images.

DatasetTest-OneMAV is obtained by randomly selecting
some samples from Train-Real. As a result, Test-OneMAV
shares a similar data distribution to Train-Real. Dataset
Test-MultiMAV involves two MAVs (Phantom4 and M300).
It can be used to test the generalization ability of the
detectors for detecting different MAV models. Samples of
Test-MultiMAV are given in the second row of Fig. 4(a).
Dataset Test-Lowlight involves different lighting condi-
tions. It is collected during sunset. As a result, the color of
the sky turns orange, and the images are relatively dark.
This dataset can be used to test the generalization ability of

Table 1. Key specifications of 6 collected datasets.

Type Dataset index Collect approach Environment Included MAV model(s) Light condition Image count

Training Train-Real Real Yunqi Park Mavic2 day 1,271
Train-Real2Sim Real-to-Sim-to-Real Yunqi Park model Eight DJI models day & sunset 60,000

Train-Sim Sim-to-Real Virtual City Park Mavic2 day 30,000
Testing Test-OneMAV Real Yunqi Park Mavic2 day 1,000

Test-MultiMAV Real Yunqi Park Phantom4 & M300 day 1,000
Test-Lowlight Real Yunqi Park Mavic2 sunset 1,000

(a) Real-world environment. (b) Constructed real-to-sim environment. (c) A pure simulation environment.

Fig. 3. The three types of environments.
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the detectors for different lighting conditions. Samples of
Test-Lowlight are given in the last row of Fig. 4(a).

3.3. Effectiveness and generalization ability

We conducted three sets of performance evaluation tests.
The mAP results are given in Table 2. The details are
explained as follows.

The first set of tests aims to verify the effectiveness of
the real-to-sim-to-real approach. Please see the second
column of Table 2. (1) For the detector trained on Train-
Real, the mAP on Test-OneMAV is as high as 99:88%. This is
not surprising because Train-Real and Test-OneMAV share
similar data distribution. (2) For the detector trained on
Train-Sim, the mAP on Test-OneMAV is only 76:35%, which
suggests a big sim-to-real gap. (3) For the detector trained
on Train-Real2Sim, the mAP on Test-OneMAV is 97:12%.
Although it is not as high as the detector trained on Train-
Real, it is still satisfactory for practical application and
much better than the detector trained on Train-Sim.

(a) Samples of the real datasets. The environment is Yunqi Park. The bounding boxes are labeled manually.

(b) Samples of the real-to-sim-to-real dataset Train-Real2Sim. Target MAVs include eight different DJI MAV models.

(c) Samples of the sim-to-real dataset Train-Sim. The environment is called CityPark, available in the Unreal Engine marketplace.

Fig. 4. Samples of the collected datasets. The leftmost column gives the specifications of the datasets.

Fig. 5. Eight DJI MAV models were utilized in the collection of
Dataset Train-Real2Sim.

Table 2. Test results (mAP@0:5, in %).

Detector
trained on

Test-
OneMAV

Test-
MultiMAV

Test-
Lowlight

Train-Real 99.88% 92.10% 89.32%
Train-Real2Sim 97.12% 97.67% 96.43%
Train-Sim 76.35% 55.99% 37.18%
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It verifies that the real-to-sim-to-real approach can effec-
tively alleviate the sim-to-real gap. More importantly, this
detector has stronger generalization abilities as analyzed
below.

The second set of tests aims to study the generalization
ability for different MAV models. Please see the third column
of Table 2. For the detector trained on Train-Real2Sim, the
mAP on Test-MultiMAV is 97:67%. It is more than 5%
higher than the detector trained on Train-Real. By contrast,
for the detector trained on Train-Sim, the mAP on Test-
MultiMAV is as low as 55:99%.

The third set of tests aims to demonstrate the generali-
zation ability for different lighting conditions. As shown in
the last column of Table 2, for the detector trained on Train-
Real2Sim, the mAP on Test-Lowlight is 96:43%, which is
about 7% higher than the detector trained on Train-Real.
For the detector trained on Train-Sim, the mAP on Test-
Lowlight is merely 37:18% due to the sim-to-real gap. Of
course, the sim-to-real gap can be leveraged to a certain
extent using domain adaptation techniques. Our work
shows that the simple idea of real-to-sim-to-real can effec-
tively alleviate the sim-to-real gap.

3.4. Domain analysis

We examine why the real-to-sim-to-real approach is effective
by analyzing thedomain of thedatasets. Fromeachof the three
datasets (Train-real2sim, Train-sim, and Test-OneMAV), 400
images are randomly selected for domain analysis. The
t-Distributed Stochastic Neighbor Embedding (t-SNE) [19] is
used to visualize the datasets in a two-dimensional map.

The domain analysis results are shown in Fig. 6. As can
be seen, there is a significant overlap between datasets
Train-real2sim and Test-OneMAV, while there is a little
overlap between datasets Train-sim and Test-OneMAV.

This explains the effectiveness of the proposed real-to-sim-
to-real approach. Furthermore, the distribution of Test-
OneMAV clustering is within a broad area. By contrast, the
distribution of Train-real2sim is broader and more dis-
persed. This is because the dataset Test-OneMAV is col-
lected in the real world and can only cover limited areas of
the environment. While the dataset Train-real2sim is col-
lected in the simulation and can cover sufficient corners of
the environment easily.

4. Estimation and Control

This section introduces the estimation and control
algorithms.

4.1. Bearing and distance measurements

After the target MAV has been detected in the image, a
bounding box that tightly surrounds the target can be
obtained. From the bounding box, two types of useful in-
formation can be extracted. The first is the unit bearing
vector ĝ 2 R3 pointing from the camera to the target. It can
be calculated based on the center coordinate of the
bounding box and the intrinsic parameters of the camera.
The second is the angle �̂ subtended by the target in the
camera’s field of view. It can be calculated based on the size
of the bounding box and the intrinsic parameters of the
camera. Detailed calculation can be found in our previous
work [4, 20] and is omitted here due to space limitation.

Different from [4, 20], we also incorporate an estimate of
the target’s physical size denoted as ‘ 2 R. Here, ‘ is a scalar
that represents the physical size of the target MAV in the
dimension that is orthogonal to the bearing vector [17]. In
this paper, we suppose that that the target can be approxi-
mated as a cylinder shape and the physical size refers to the
diameter of the cylinder. As a result, ‘ is approximately in-
variant when the target is viewed from different angles. Since
the target is non-cooperative,wedonot know its physical size
in advance. Denote ‘̂ as the estimate of the physical size. It can
be easily obtained from the geometry that

r̂ ¼ ‘̂=2

tanð�̂=2Þ ; ð1Þ

where r̂ is the distance measurement of the target MAV.
The distance measurement r̂ is obtained as follows.

(1) We first select an initial guess of ‘̂, based onwhichwe can
calculate r̂ using (1). Since ‘̂may be inaccurate, r̂ obtained
in this way may also be inaccurate. However, ‘̂ can be
further updated to be more accurate as shown below.

Fig. 6. The results of t-SNE domain analysis.
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(2) We have a one-beam laser ranger integrated with the
camera. r̂ can be directly measured by the laser ranger
when the target is aligned with the principal axis of
the camera. In this case, the value of ‘̂ can be corrected
using ‘̂ ¼ 2r̂ tanð�̂=2Þ, which can be obtained by re-
writing (1). The updated value of ‘̂ can be further used
to calculate r̂ using (1) when the laser ranger is inef-
fective. Note that ‘̂ can be corrected whenever the laser
ranger is effective.

4.2. Pseudo-linear Kalman filter

The conventional Extended Kalman Filter (EKF) exhibits
divergence problems [21, 22] when applied to bearing-
based target motion estimation, especially in scenarios with
significant initial errors [22]. In contrast, the pseudo-linear
Kalman filter shows stable performance [4, 17, 23, 24]. In
this paper, we adopt the pseudo-linear Kalman filter to es-
timate the target’s motion states.

Denote pT ; vT 2 R3 as the target’s position and velocity,
respectively. Let x ¼ ½pT

T ; v
T
T �T 2 R6 be the state vector that

we aim to estimate. Suppose that the target’s motion can be
modeled as a noise-driven double integrator [4, 20, 25]:

xðtkþ1Þ ¼ FxðtkÞ þ BqðtkÞ; ð2Þ
where

F ¼ I3�3 �tI3�3

03�3 I3�3

� �
2 R

6�6; B ¼
1
2
�t 2I3�3

�tI3�3

2
64

3
75 2 R

6�3:

Here, �t is the sampling time, and I and 0 are the identity
and zero matrices, respectively. Moreover, q � Nð0;§qÞ 2
R3 is the process noise, whose covariance matrix is
§q ¼ diagð�2

a; �
2
a; �

2
aÞ 2 R3�3. Here, �a 2 R is the standard

deviation of the target’s random acceleration.
The bearing ĝ and distance r̂ measurements are non-

linear functions of the target’s position:

ĝ ¼ pT � pC
kpT � pCk

þ �; ð3Þ

r̂ ¼ kpT � pCk þ w; ð4Þ
where pC 2 R3 is the position of the onboard camera, and
� � Nð0; �2

�I3�3Þ and w � Nð0; �2
wÞ are measurement

noises. By letting �w 6¼ 0, we can handle the case where ‘
varies slightly. In this paper, the positions of the camera and
the catcher MAV are assumed to be the same.

Equations (3) and (4) can be rewritten as pseudo-linear
measurement equations [20, Sec. 2.1]:

z ¼ Hx þ �; ð5Þ

where

z ¼ Pĝ pC
pC þ r̂ ĝ

� �
2 R6; H ¼ Pĝ 03�3

I3�3 03�3

� �
2 R6�6;

� ¼ rPĝ�

r�þ wĝ

� �
2 R6;

where Pĝ¼: I3�3 � ĝĝ T 2 R3�3 is an orthogonal projection
matrix [4]. Here, � can be treated as a linear combination of
Gaussian noises, and hence handled by the Kalman filter [4,
23, 24, 26]. Its covariance matrix §� 2 R6�6 can be calcu-
lated as

§� ¼
rPĝ 03�1

rI3�3 ĝ

� �
�2
�I3�3 03�1

01�3 �2
w

" #
rPĝ 03�1

rI3�3 ĝ

� �T

;

where r can be further replaced by r̂ [4, 27].
With the state transition equation (2) and the pseudo-

linear measurement equation (5), the target motion esti-
mator can be realized by the Kalman filter.

4.3. Control algorithms

The control objective is that the catcher MAV should
maintain desired separations in both the horizontal and
vertical directions. In particular, the desired horizontal
separation is dh ¼ 4 and the desired vertical separation is
dv ¼ 3 (Fig. 8(c)). Moreover, the yaw angle of the catcher
MAV should be controlled so that the net launcher installed
underneath the catcher MAV is aligned with the target MAV.
Given that the system is fully automatic, a set of net
launching conditions is required to ensure that the net
launcher is aimed at the target during the launching
process.

For the horizontal separation, we design the following
velocity command, which is further tracked by a low-level
flight controller. In particular, let pCh 2 R2 be the catcher’s
horizontal position, and pTh

; vTh 2 R2, be the estimated
target’s horizontal position and velocity, respectively. Then,
rh ¼ kpTh

� pChk2 is the horizontal distance between the
two MAVs. The horizontal velocity control command is

v cmd
Ch ¼ vTh þ kh

r 2h � d 2
h

r 3h
ðpTh

� pChÞ;

where kh 2 R is a positive coefficient.This control command
is designed as a gradient-descent algorithm that can mini-
mize the Lyapunov energy function [18] ðrh � dhÞ2=rh.

For the vertical separation, we simply set the desired
position of the catcher MAV as p cmd

Cv ¼ pTv
þ dv , which is

further tracked by the low-level flight controller. Here, pTv
2

R is the estimated height of the target MAV.
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For the yaw angle control, we set the desired yaw angle of
the catch MAV as the yaw angle of the gimbal camera:
 cmd

C ¼  gim. Then, the yaw angle command is tracked by low-
levelflight control of the catcherMAV. Since the gimbal camera
is controlled to keep the target at the center of the camera’s
field of view, this control command can align the heading of the
catcher MAV (and also the net launcher) with the target.

For the net launching conditions, we propose three con-
ditions based on outdoor experimental experience. The ef-
fective range for the net launcher is 2–8m. We choose 5m as
the best catching distance. The net launcher is installedwith a
pitch angle of 35� (see Fig. 8(c)). According to the above
analysis, we propose three net launching conditions:

(1) The catcher’s heading is towards the target;
(2) The catcher MAV’s pitch and roll angle is less than 1�,

which means that the catcher tracks the target stably;
(3) The catcher is 3m higher than the target, and 4m away

from the target in the horizontal plane.

For safety reasons, in our real-world experiments, the above
conditions must be consistently met for 2 sec before
launching.

5. AirSim Simulation

In this section, we test the MAV-catching-MAV system in the
AirSim simulation environment. All the vision, estimation,
and control algorithms are incorporated.

5.1. Simulation setup

The simulation environment is constructed from real-world
images (see Fig. 1). The catcher and the target MAV models
are selected as DJI M300 and Mavic2, respectively. The
catcher MAV can capture images using its simulated on-
board camera (left subfigure of Fig. 7). The MAV detector is
a tiny-Yolo v4 network that is trained based on the dataset
Train-Real2Sim. A simulated laser ranger is also incorpo-
rated into the simulation.

The target MAV moves along an S-shaped trajectory (5m
of radius) with a speed of 1m/s (see the red curve in the
left subfigure of Fig. 7). This scenario is challenging because
the target maneuvers aggressively. The catcher’s maximum
speed is limited to 2m/s. Parameters in the estimator are
selected as �2

a ¼ 1, �2
� ¼ 10�4 and �2

w ¼ 0:1. The initial
value of the target’s physical size is set to ‘̂ ¼ 0:25, which is
different from the ground-truth value ‘ ¼ 0:354. We use the
same algorithm parameter values in real-world experi-
ments. The initial distance between the two MAVs is set to
be seven.

5.2. Simulation results

Figure 7 shows the simulation results. As can be seen, the
catcher MAV successfully pursues the target, and the error
between the desired and true relative distance oscillates
within 0:5. The error cannot converge to zero because the
target maneuvers and hence the estimation has errors. The
trajectories of two MAVs are shown in the left subfigure of
Fig. 7.

The measurement errors are shown in the right subfigure
in Fig. 7. As can be seen, the error of bearing measurement is
inversely correlated to the true distance between the target
and the catcher. This is reasonable because, when the target is
close to the camera hence the size of the bounding box is
large, the center point of the bounding boxusually varies for a
few pixels [17]. Moreover, the error of distancemeasurement
is large at the beginning of the simulation and reduces after
the target’s physical size is calibrated.

6. Real-World Experiments

In this section, real-world experiments are presented to
further verify the effectiveness of the proposed system.

The hardware platform is shown in Fig. 8(a). The catcher
MAV is developed based on a DJI M300 quadcopter which

Fig. 7. Experimental results of the AirSim simulation. The catcher MAV successfully pursues the target.
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can accurately self-localize using an RTK GPS. The catcher
MAV has a monocular gimbal camera (H20). The resolution
of images obtained from this camera is 1920� 1080 pixels.
We compress them to 1536� 864 pixels for the detection
process. A single-beam laser ranger is integrated with the
camera and can provide distance when the target appears at
the center of the image. Key specifications of the catcher
MAV and its onboard equipments are listed in Table 3.
All proposed algorithms are deployed on the onboard
Manfold 2G computer and executed online in real-time. The
frequency of the vision detection is 5 Hz. The frequency of
both the estimation and control nodes is 50Hz. The para-
meters of the algorithms are the same as those used in the
AirSim simulation. The communication between the on-
board systems is shown in Fig. 8(b). We conducted two sets
of experiments, the details of which are given as follows.

6.1. Experiment 1: MAV-following-MAV

In experiment 1, we use another DJI M300 quadcopter as
the target. The task is that the catcher MAV should follow
the target MAV with the desired separation. Here, the tar-
get is controlled manually, moving along an approximately

straight line with a speed around 1m/s. The experimental
results are shown in Fig. 9(a). Although the DJI
M300MAV has not been seen in the training dataset, the
MAV detector works effectively in this case. Moreover, the
overall system works effectively. The catcher MAV can
successfully follow the target MAV and maintain the
desired separation.

6.2. Experiment 2: MAV-catching-MAV

In experiment 2, we use a DJI Mavic2 quadcopter as the
target. The task is that the catcher MAV should maintain a
desired relative position and then launch a net to capture
the target. Although the target MAV is commanded to hover,
it still moves at low speed due to inaccurate GPS and wind
disturbance.

The experimental results are shown in Fig 9(b). As can
be seen, the catcher MAV can effectively maintain a desired
relative position. Figures 9(c) and 9(d) show the time in-
stance when the net is flying to catch the target MAV. The
photos are taken from the ground and onboard views, re-
spectively. As can be seen, the target can be successfully
caught.

Table 3. Key specifications of the hardware platform.

Parameter Value Unit

M300 quadcopter Diagonal size 895 mm
Total mass 7.4 kg
Max takeoff weight 9 kg
Max flight time 30 min

RTK Accuracy 1 cm
Max frequency 10 Hz

H20 camera & gimbal Resolution 1920�1080 pixel
Frequency 15 Hz
Max angular rate 180 deg/s

Laser ranger Range 3–1200 m
Accuracy 0.2–1.7 m

Net launcher Range 2–10 m
Max coverage area 5�5 m2

Mavic 2 Diagonal size 354 mm
Total mass 0.9 kg

(a) Hardware platforms. (b) Hardware communication structure. (c) Net launching conditions.

Fig. 8. The hardware of the MAV-catching-MAV system.
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We conducted more than 20 flight experiments. Only
three tests failed. Two of them were caused by the me-
chanical failure of the net launcher. The other was caused by
strong wind gusts that deviated the flying net from its
intended trajectory.

7. Conclusion

This paper proposed an autonomous drone-catching-drone
system, where a catcher MAV can detect, estimate, track and
catch a non-cooperative target MAV automatically. One core

contribution is that we proposed a real-to-sim-to-real ap-
proach that can effectively alleviate the sim-to-real gap.
Both simulation and real-world experiments verified the
effectiveness of the proposed approach and system.
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